Fostering Balanced Contributions among Children through Dialogue Visualization

Mehmet Celepcolu, Aisha Chung Galdo, Kristy Elizabeth Boyer

Abstract—As children develop conversational skills such as taking turns and openly listening to ideas, they often experience conflicts and inequity within collaborative dialogue for learning. Previous research suggests that increasing children’s awareness about their own behaviors during collaboration may help them adjust their behaviors and become better partners. Despite this promise, there are currently no educational technologies designed to support children in visualizing and reflecting on their collaborative dialogues. This paper reports on an application that generates interactive visualizations of children’s dialogue illustrating their word counts, questions counts and types, dialogue content, keywords from their dialogue, and a video recording of their interaction. We evaluated the application by conducting a study with 20 children who were completing computer science (block-based coding) tasks collaboratively and examined how they changed their dialogues in a subsequent dialogue after interacting with the visualizations of their dialogues. Results show that after viewing their dialogue visualizations, children engaged in more balanced dialogues and that less-engaged students talked more and asked more questions. This research provides evidence that dialogue visualization tools have a great potential for supporting young learners as they deeply think about their own dialogue and improve their collaborative behaviors.
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I. INTRODUCTION

Collaborative learning has numerous benefits for children such as increasing engagement in the learning process [1], [2], improving critical thinking skills [3], [4], and developing social and communication skills [5]. However, children do not always follow productive collaboration norms such as being open to different ideas, taking turns, and asking meaningful questions [6]. Previous research suggests that the type of dialogue during teamwork impacts the success of the teamwork [7], [8] and the dialogue between students should be like a dance of voices and perspectives [9]. Bakhtin’s dialogic theory [10] also highlights the importance of a balance between partners and defines dialogue as an active double-voiced discourse, where sides do not “dominate the other’s thought.” If equal participation is not encouraged and children are left to collaborate without any structure, the interaction may result in some children dominating the conversation or some children becoming less active in the learning task [11]. These challenges can lead to conflicts and marginalization among partners [12], and can discourage students from working in groups for future activities [13]. While “more balanced” dialogues are not always more productive or more effective, dialogue balance indicates each team member is actively contributing to the conversation [14], [15], and their opinions are not neglected [16].

A large body of research on group interaction has established that additional scaffolding can improve students collaborative behaviours [17]. One effective scaffolding approach is utilizing mirroring tools that reflect data about students interactions back to them (e.g., visualizations of student contributions) [18], [19]. These tools provide useful information to learners, through which they can monitor and adjust their collaborative behaviors [20], [21]. Previous studies conducted with adult learners provided promising evidence that these applications can help learners balance their dialogue, enjoy the learning process and increase their learning outcomes [22], [14]. However, current collaborative dialogue visualization technologies are mostly designed for adult learners, and their benefits for younger populations are still not known.

To address this research gap, our previous work investigated children’s needs and expectations from dialogue visualization applications; we conducted a series of iterative design based research studies, and co-created a dialogue visualization application prototype for children [23]. The findings in our prior paper established that children perceive the dialogue visualizations as valuable and are eager to use them in their collaborative learning activities. Compared to existing systems that mostly visualize high level features, such as word counts, our visualization application utilizes computational methods and natural language processing techniques to extract semantic information from the content of the dialogue, such as question types.

As shown on Figure 1, the interactive visualization application has seven components: (1) a time-series line chart illustrating the moving average of the word spoken by each user during the activity, (2) a dialogue content section showing the transcription of the children’s dialogues during the activity, (3) a pie chart illustrating the total number of words spoken by each user, (4) a pie chart illustrating the total number of questions asked by each user, (5) question types (open and closed) generated by machine learning models, (6) automatically generated keywords from children’s dialogue, (7) and video recording of their activity interaction.

Our overarching goal in this study is to examine the change in children’s future dialogues after interacting with the visualization application. In particular, this paper focuses on the following research question: “In what ways do children’s collaborative dialogues change after interacting with their own dialogue visualizations?” To investigate this research question, we conducted a three-day study with 20 children (remotely, due to the COVID-19 pandemic) and examined how they changed their dialogues in subsequent activities after interacting with the visualizations of their dialogues. Children
self-reported that they changed their dialogues in the final collaborative activity. Moreover, the quantitative analysis of student dialogues indicated that children engaged in more balanced dialogues, and that less-engaged students talked more and asked more questions after viewing their dialogue visualizations. This study provides evidence that dialogue visualization tools have great potential for supporting young learners to reflect on their own dialogue and improve future collaborative behaviors.

II. RELATED WORK

This research builds upon a body of prior research on supporting learners during collaborative problem solving, implementing intelligent dialogue analysis techniques on learners' collaborative dialogues and using visualization applications to support collaborative problem solving. In this section, we first present the literature on collaborative dialogue and team dynamics, and then present the existing tools for supporting children's collaborative dialogue. Finally, we examine the existing dialogue visualization applications and present the empirical results, where available.

A. Collaborative Dialogue: Opportunities and Challenges

A wide body of research reports numerous benefits of collaborative dialogue for children, such as exchanging information [24] and learning new perspectives [3]. However, not all collaborative interactions produce desirable outcomes, and the type of dialogue during interaction defines the effectiveness of the collaboration [7], [8]. For example, the “Exploratory Talk” model [25], [26] suggests that in a productive collaborative dialogue, each member of the team adds relevant information to dialogue; members make sure they reach consensus and are on the same page before moving the other tasks; and they value each other’s knowledge and skills. A similar model, “Accountable Talk” [27], suggests that team members should “use evidence to support your opinions, ideas, predictions, and inferences.” In this model, there are three types of accountability: First, participants interact and create a contribution in response to others (accountability to the learning community), in which the talk can be on elaborating someone else’s argument or requesting others to elaborate an argument. Second, the talk focuses on logical and reasonable connections (accountability to accepted standards of reasoning), which involves explanation and self-regulation (or correction) rather than simply supporting or rejecting proposals. Third, the facts are checked (accountability to knowledge) and evidence for claims is provided. This process helps in revealing and repairing misconceptions.

Previous literature also suggests that dialogue and engagement are both built on the same fundamental components: interactivity, responsiveness, and relationship initiations [28]. Kent and Taylor [29] put forth the principle of dialogic propinquity. According to this principle, the participants must be actively present and accessible during the interaction. A productive collaboration requires more than participants being present during the interaction [30], and the type of dialogue is important for successful collaborative learning [7].
B. Supporting Children’s Collaborative Dialogue

Previous research has often emphasized the importance of providing scaffolding during collaborative learning activities for better outcomes [17]. In line with this finding, there are various technologies for supporting children’s collaborative dialogues. For example, Melonio and Rizvi [31] presented TurnTalk, a tangible interactive device for orchestrating turn taking actions among children in group conversations. It is a pentagon-shaped tabletop device that flashes green and red lights to teach children about turn taking dynamics and moderate over- or under-participation. TurnTalk does not perform any analysis on children’s dialogues; it only aims to teach primary school children some specific conversation norms, such as taking turns during conversations. In a later study, Gennari et al. [11] developed ClassTalk, an extension of TurnTalk designed for class conversations, and conducted a classroom study with 102 primary school children to evaluate the usability of the tool and children’s engagement. The results showed that children could easily understand the purpose of the tool and their engagement in the conversation increased. Different than TurnTalk and ClassTalk, our visualization application does not act as a conversation mediator; rather, it provides information to increase children’s awareness of their own dialogue and help them reflect on their collaborative behaviors. Additionally, our application analyzes children’s dialogues and provides interactive visualizations about the content of these dialogues.

C. Existing Dialogue Visualization Applications

Visualizations, as opposed to verbal or numeric representations, facilitate an easier, structural way to make sense of information [32]. Visualizations have widely been used in learning environments to support collaborative learning sessions in classrooms [33], increase students’ awareness for paying attention to their own collaborative behavior, [34], support adviser-student dialogues during meetings [35], and increase retrospective awareness of learners’ emotions in online learning [36]. There have also been various visualization applications for orchestrating group conversations and raising learners’ awareness about their actions; yet, these technologies have mainly been created for adult learners [37], [38], [15]. For example, Dimicco et al. [14] presented participation visualizations to adult learners (mean age = 25) during team activities, and the results showed that the visualizations led over-participants to decrease their comments while it did not make any changes in under-participants’ participation levels. In another study, Kim et al. [39] extracted various features such as length and speed of talking, number of turns taken, and average turn length from adult learners’ dialogues and provided these features to the learners as feedback. The results showed that the feedback made the participants more cooperative and increased their performance in group work.

Despite the promising empirical results for adult learners, the potential benefits of dialogue visualizations for children are still not known. Most visualization studies conducted with children have only focused on how children understand and generate visualizations [40] or how they use them for visualizing scientific processes [41]. A recently conducted systematic review [42] on mirroring tools and interaction indicators in collaborative work also did not report any visualization applications for supporting children’s collaborative dialogue. Our initial studies provided evidence that dialogue visualizations serve children well and that children are capable of reflecting and using mirroring tools [23]. In this study, we extend this body of research by reporting quantitative evidence for how children change their dialogue after interacting with visualizations illustrating their own collaborative dialogue.

III. DIALOGUE VISUALIZATION APPLICATION

To investigate the research question, we have developed a novel web-based interactive dialogue visualization application with the Python Bokeh visualization library\(^1\) and Flask web framework\(^2\). This section presents the design process, the design goals and principles, and finally a description of the dialogue visualization application features.

A. Design Process

We utilized a design-based research approach to iteratively develop and evaluate the usability of the dialogue visualization application with children. Throughout three iterations, we conducted individual think-aloud interviews to examine whether the information illustrated via visualizations was understandable by children, investigated whether they found the visualizations useful, explored their expectations from dialogue visualizations, and received their feedback for improvements.

In the first iteration, we created two different types of visualizations: Three pie charts illustrating the (1) total number of times a child spoke, (2) total number of words they spoke with their partner, and (3) total number of questions they asked during the activity. After designing the application, we conducted a think-aloud study with 18 middle school students to receive their feedback, which informed the design of the new features in the second iteration.

In response to the feedback we received in the first iteration, we re-designed the line charts and the pie chart, and added video recordings of the collaborative problem solving activity and student interactions. Then we conducted another user study with 18 middle school students. We placed all the visualizations on the same page, and connected the line chart and the pie charts. When a child highlighted a sub-region of the line chart, the pie chart was updated to reflect counts from the highlighted region in a dynamic way. The purpose of this approach was to allow children to benefit from both types of charts and give them the freedom of exploring the same data on their preferred chart. We also added the screen recording of the children’s coding activity and the video recordings of children’s group interactions with each other. Our previous work describes the design process of the first two iterations in detail and presents the qualitative investigation of children’s understanding and expectations from the dialogue visualizations [23].

\(^1\)https://bokeh.pydata.org/en/latest/
\(^2\)https://palletsprojects.com/p/flask/
In the last iteration of the application, the focus of this article, we included new features, more specifically related to the content of the dialogue based on children’s suggestions in the second iteration. During the think-aloud sessions, some students had suggested that the number of questions only present some shallow information without providing any details about the quality of the question; thus, they wanted to see more information about the “types of the questions” asked during their interactions. As a result, we added a bar chart illustrating the frequency of question types (i.e., open versus closed). In addition, children suggested providing keywords extracted from the dialogue to make it easier to navigate through the dialogue content. We added a new section presenting a list of the most related keywords based on the dialogue part selected by the student. We provide the implementation details for each of these features in the Dialogue Visualization Application Features section.

B. Design Goals and Principles

Throughout the application design process, we continuously explored ways to improve usability of the application and provide a smooth experience for the children while interacting with the application. More specifically, our design processes were centered around the following six main design principles: (1) interactivity, (2) simplicity, (3) self-explanatory labels, (4) aesthetics and ease of use, (5) personalized experience, and (6) multiple types of information presentation.

1) Interactivity: Interactivity has been shown as one of the most important design principles for improving user satisfaction on web based applications, which attracts user attention and creates a playful feeling toward the application [43]. Aligned with this idea, the students also often indicated in the think-aloud sessions that the visualizations should be dynamic and interactive, like a game. As a result, the application updates all the charts based on the selected sub-region of the line chart, which allows users to focus on different parts of the dialogue in a dynamic and interactive way.

2) Simplicity: We have prioritized the simplicity of the application and attempted to ensure that each feature presented on the application is easily understandable by children. As suggested by interaction design research [44], the application presented the information in a simple way but relevant, provided direct and fast access, made the visuals clear and easy to understand.

3) Self-Explanatory Labels: Previous research emphasizes the importance of self-explanatory labels that provide detail on the information presented [45]. Given the possibility that most children might have never used such application before, we added detailed information and labels for each chart. During the previous think-aloud sessions, children also often used the labels to understand the purpose of the visualizations presented.

4) Aesthetics and Ease of Use: Children are often more receptive to vivid colors and our application used various contrasting colors to appeal the users as well as to make it easy to use. The application provides a smooth experience (without lagging) while interacting with the features. When students select a certain area on the line chart, all the other visualizations are automatically updated accordingly in less than a second.

5) Personalized Experience: Each child sees the dialogue from their own perspective. We use the labels “You” and “Your Partner” to increase the personalized experience of the visualizations for each user.

6) Multiple Types of Information Presentation: During the previous think-aloud sessions, the children expressed their desire to see different types of visualizations for the same information. For example, we used line charts as well as pie charts to illustrate the word counts because children sometimes prefer different charts to examine the word counts. We also included both dialogue content and the keywords to navigate through the content of the dialogue.

C. Dialogue Visualization Application Features

Dialogue between children provides a rich data source and there is a great deal of information that can be extracted from dialogue and be visualized for the users. However, there is a fine balance between what dialogue features can be visualized and how much of that can be understood and used by children. The complexity of the presented information needs to be adjusted based on their knowledge of visualizations so that they can comprehend the information presented. If the presented information is not tailored to their understanding, children may not be able to utilize the visualizations to reflect on their dialogue. During the iterative design process, we deeply examined children’s suggestions related to the application and developed seven main features which provided useful information for children about their interaction with their partner. In this section, we present a detailed description of each application feature and the logical reasoning behind it.

1) Time Series Line Chart Illustrating Dialogue Flow Over Time: The purpose of this visualization is to allow children to observe how their dialogue evolves over time. Temporal dynamics in dialogue flow has been suggested as an essential aspect of dialogue data representation [46], and cumulative charts, such as pie charts, may obscure sequential information [43], [47]. We generated the time series-based line chart using a sliding-window approach [48] showing the number of words spoken over time. The x-axis of the chart showed the time and y-axis showed the number of words spoken.

2) Dialogue Content: We also integrated a dialogue exploration functionality connected to the line chart, in which the user selects certain areas of the line chart and examines the transcription of the their dialogue with their partner below. The dialogue content feature has four columns: (1) The Time column shows the timestamp of the beginning of each speaker’s utterance. (2) The Roles column shows children’s pair programming roles (driver or navigator) during the activity at a given time. (3) The Sentence column shows who spoke at a given time. (4) The Speaker column shows the dialogue between children. The dialogues are generated from the manually transcribed (verbatim) videos, and we presented the dialogue without making any changes.
3) **Word Counts Pie Chart:** When using the previous iterations of the application, the majority of children found the time series line charts more informative than the summative pie chart for illustrating the number of words spoken. However, some students expressed their desire to have access to both chart types, as pie charts show the total number of words in a simpler way. As a result, we decided to keep both versions to provide alternative ways to convey similar information. The pie charts in our visualization tool have interactive features, and children can see the details such as total number of words for each speaker when they hover over the charts.

4) **Question Counts Pie Chart:** Questions play a critical role keeping the collaboration process active by indicating interest in the topic and taking a first step to access information and resolve confusion [49], and question asking has been shown as an important sign of productive dialogue [50]. The question count was presented in a pie chart format, showing the total number of questions for a given duration of time (as selected on the line chart). These questions are manually extracted from the dialogue transcriptions.

5) **Question Types Bar chart:** During the think-aloud interviews, children often suggested that they would like to see more information about the content or type of the questions because the question count pie chart does not distinguish between low and high level questions. Aligned with the “simplicity” design principle, we classified children’s questions into two simple categories: open and closed questions. Closed questions are similar to factual recall questions, which have clear and obvious answers. Closed questions usually begins words such as ‘Do’, ‘Can’, or ‘Will’ and they do not necessarily have a ‘yes’ or ‘no response; yet, the responses are usually very short and aim to obtain a specific answer. For example, “Is that a variable?” and “Can you change the color of that circle?” are closed questions. These questions usually lead to limited answers with no expectation for deep responses. On the other hand, open questions lead to more dialogue. These questions do not have simple responses and require children to perform higher level thinking, such as providing logical justifications for a claim, explaining concepts with their own words, describing a process step by step, or comparing and contrasting different options. Some sample open questions are, “How do you create a variable?”, “What happens when you change the forever block with an if-else block?”, and “How about changing this part of the code completely?” Even though both types of questions can play an important role, open questions may be more valuable because they stimulate creativity and inquiry [51].

The question classification approach we used in this application is a form of text classification, which we created with supervised machine learning models. We had previously conducted many studies with middle school students in which we collected and transcribed 38 pairs’ interactions. Given that this older data set was collected from children working on similar activities, we used it to train machine learning models to classify and display the question types to children for the final study. Our models achieved 0.87 accuracy (Precision: 0.85, Recall: 0.9, F1: 0.87), which indicated that our automated model classified about 87% of questions correctly. After creating the machine learning model with acceptable results, we saved the best machine learning model and created a question classification API that would categorize new questions based on this trained model. The purpose of this API was to classify the children’s questions automatically in the next group work. The technical details of the classification task are beyond the scope of this paper and we omit further details in this paper.

6) **Keywords:** During the previous think-aloud interviews, children often expressed the need for creating visualizations that help them navigate through the dialogue and provide them some ideas about the semantics of the dialogue. Even though the dialogue content feature allows children to go through the verbatim content of the dialogue, some children indicated that some keywords extracted from the dialogue can help them first scan through the keywords and then focus on the dialogue content when needed. For a smooth user experience (without lagging), we implemented a lightweight keyword extraction algorithm, RAKE (Rapid Automatic Keyword Extraction) [52], and used a pre-trained Word2Vec model [53] to group the semantically similar keywords in order to rank them for better user exploration. We needed to combine these two methods because RAKE does not distinguish between semantically meaningful words and ignores the semantic relationship of the words, which can result in generating two similar keywords or keyphrases such as “difficult project” and “challenging assignment”. Second, it does not pre-process (e.g., stemming) the words, which can generate two very similar keywords or keyphrases such as “computer science” and “computer”. As a solution, we utilized a Word2Vec model by generating the vector representations of each pre-processed keyword and performed a pairwise cosine similarity of all the candidate keyword vectors to identify the similarities of keywords. Next, we merged the similar keywords and displayed the highest ranked keyword as the final keyword.

7) **Video Recording of the Collaborative Activity:** Video recording of the activity allows children to see what they had done in a specific part on the activity. We integrated this feature and added buttons to allow users to increase/decrease the size of the video based on their preference.

### IV. METHODS

In this study, our overarching goal was to investigate how children change their future collaborative dialogue after seeing their own dialogue visualizations. This section describes the study we conducted with middle school students to examine the change (if any) in their dialogues after seeing the dialogue visualizations.

**A. Participants**

This study was conducted with middle school students in the southeast United States in Spring 2020. Due to the COVID-19 pandemic, the study was conducted remotely through a video conferencing application (Zoom).

3https://zoom.us/
the study. Based on the teacher’s suggestion, we used an online meeting scheduling tool, which children had previously used to participate in some of their remote class activities. We provided all available times for the next three weeks (from 9am to 6pm). Our goal was to provide as many time slot options as possible since children might not be following their regular daily schedules during the COVID-19 pandemic. The teacher sent an online meeting scheduling link along with the online consent form to the children’s parents.

26 children’s parents consented for their children to join the study and 20 children participated in all three days of the study. Out of the 20 children, the gender distribution was 12 girls (60%), 7 boys (35%), and 1 unspecified (5%). Race/Ethnicity were Asian (60%), White (20%), Hispanic (5%), and other (15%). The mean age was 12.2 years with ages ranging from 11 to 13 years.

We randomly matched each child with another child based on their selected available times. Next, the teacher sent them a link to a Google doc, which contained information about the matched pairs, their meeting time and the Zoom remote meeting link. Children would simply go to the document and click the link to join the meeting.

Before we recruited the students, we obtained approval from the university’s Institutional Review Board (IRB), which examined all the details of this study to protect the rights and welfare of participants. When we met with the students for the study, we verbally explained the key information in the consent form. Before each study, we obtained children’s permission for video recordings and explained to them that the video recordings would only be used in scholarly work. If a child reported discomfort with audio/video recordings, we did not record them. There was no penalty for not participating in the studies and children were free to leave the activities anytime.

B. Study Context

This study was a part of a set of computer science learning activities implemented in a science classroom. The purpose of these activities was to help children learn the fundamental CS concepts (including variables, conditionals, loops, and object-oriented programming), and create science models based on lesson topics [54]. All the students in the science class had attended programming activities and developed various science models and simulations on topics such as light waves and evolution (Fig 2) before this study. Thus, they had the fundamental knowledge and skills to participate in more advanced CS+Science activities. However, none of these students had used or seen the dialogue visualization application before.

During the coding activities, the students followed the pair programming paradigm, which has been widely used in programming education [1], [2]. In pair programming, each student has a role: the driver controls the computer to implement the solution, and the navigator provides feedback and helps catch mistakes. During pair programming, students switch roles regularly.

C. Data Collection Procedure

We implemented the study in three sessions: In session 1, our goal was to make sure students were prepared to do the activities remotely and were comfortable with the Zoom video conferencing application. All the students had previously attended some remote class sessions with their class teacher and were familiar with Zoom. Additionally, we also showed them the basic functionalities that they would need to use during the coding activities (e.g., screen sharing, switching driver/navigator roles). As part of the pair programming paradigm, only one of the children was allowed to make changes on the Snap! programming interface during a given time (driver) while the other child was providing feedback (navigator). During these activities, the driver would share his/her screen. To switch roles, the driver would save their progress on the project and send the link to the navigator who would open the project and continue from where his/her partner left off. This switching roles process took about one minute to complete. Students also learned a new coding concept in Snap!: cloning, similar to object oriented programming and recursion CS concepts, which they needed to use in the next remote coding activities. Finally, we also provided a reference guide summarizing the functionality of some blocks and CS concepts.

In session 2, students completed a CS+Science activity using pair programming, in which they coded a science model with the Snap! programming language. During each session, a researcher was available to answer children’s questions and address possible technical difficulties. At the beginning of the session, the researcher first provided written instructions for the activity and then reminded the children to follow the pair programming paradigm. After the short introduction, the researcher turned off their camera/microphone but was always available to answer children’s questions. The researcher did not involve themselves in the activity unless the children explicitly asked for help. Our goal was to allow children to have a natural interaction and collaborate on the problem together before asking the researcher for help. While some pairs asked for help a few times, some pairs did not ask any questions throughout the entire session. The researcher also reminded children to switch driver/navigator roles every
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20 minutes so that both children held each role for roughly the same duration. Children were allowed to use the cheat sheet provided to them in session 1. The activity took about 40 minutes, and the full duration was video/audio recorded through the video conference interface. As the existing automatic speech recognition (ASR) technologies are still not able to provide acceptable results for transcribing collaborative dialogues in noisy classroom environments (our dataset had an average word error rate (WER) of 0.65), the recordings were manually transcribed verbatim after session 2. Each transcript included timestamps, which indicated the beginning of each child speaking, and manually added punctuation such as question marks, which allowed our tool to extract the questions from the conversation. Next, these transcriptions were used to generate dialogue visualization for each child as described in Section III.

Session 3 was comprised of two parts: First, we conducted a think-aloud interview with each child individually to investigate the ways in which they chose to interact with the visualizations, including their perceptions, preferences, and expectations of the dialogue visualizations. The researcher shared their computer screen with the child, and gave the student access to control the researcher’s computer remotely, which allowed the student to freely navigate through the dialogue visualization application as a user. Each child navigated through their own dialogue visualizations and responded to the researcher’s questions about what they were thinking while exploring the visualizations. The researcher also asked each child questions such as whether they would want to use these charts in future, which chart would be most helpful for them, and their suggestions for design improvements. Each think-aloud interview lasted about 15-20 minutes. After both children in a pair participated in the think-aloud interview individually, they met to work on another collaborative coding activity with the same partner as before. After the coding activity, the students completed the peer evaluation survey individually and responded to a set of survey questions about the visualizations, such as whether they found them useful and whether they changed their behavior in the final collaborative activity.

D. Analysis Methods

This study focused on the following research question: “In what ways does children’s collaborative dialogue change after interacting with the dialogue visualizations?” To answer the research question, we investigated two hypotheses and quantitatively compared the change in children’s dialogue before and after seeing the visualizations. We also examined children’s responses to the post-surveys to understand their perceived change after seeing the visualizations.

Hypothesis 1: Less-engaged children will be more engaged (e.g., total number of words, total number of questions, and total number of open questions) in the next collaborative problem-solving activity.

To test this hypothesis, we first identified the less talkative child in each pair based on their total number of words in the first collaborative CS+Science activity. After identifying the less engaged child in each pair, we normalized their total number of words, total number of questions and total number of open questions based on the duration of each activity and put the score on a scale of 100 for further statistical analysis. Due to the small sample size, we conducted a Wilcoxon signed-rank test to compare how their dialogue changed before and after seeing the dialogue visualizations.

Hypothesis 2: Pairs of children will have a more balanced dialogue in the next collaborative problem-solving activity.

To test this hypothesis, we examined the entire duration of the dialogue via time series visualizations rather than a cumulative approach. For each pair, we first computed the average difference in word counts between children in the first activity. Given that each pair is different and some children are naturally more talkative than others, we used this information as the control/default value for what to expect when these two children work together again in the future activity. Thus, we used the average difference in word counts between children in the first activity as a threshold value for detecting imbalanced periods of time during the dialogue. For example, Figure 3 shows the interaction between two children in an imbalanced dialogue over time. As Figure 3 - Left illustrates, it is fairly easy to detect that one student was dominating the dialogue from almost beginning to the end of the activity. However, to make a more accurate interpretation and quantify the difference between children, we created another visualization (Figure 3 - Right) that depicts the difference of spoken words over time between the same children for the same activity, which makes it easier to examine how much each student dominated the conversation and how much the number of spoken words between the same children changes over time.

In a balanced dialogue, the difference in participation between partners would be close to “0” with slight spikes in negative and positive directions. However, Figure 3 - Right shows that the difference between this dyad was almost always in the positive direction, mostly between +50 and +150, indicating that one student was dominating the conversation during those times. To be able detect whether the children changed their collaborative dialogue, there needed to be a threshold for quantifying the domination behavior. However, it could be misleading to set a predetermined threshold (e.g., |100|) to detect the areas of dialogue that a student was dominating because some individuals might be more talkative in nature or have more knowledge to share for problem solving; therefore, the threshold should be customized for each pair. As a solution, for each pair of children we computed the average of the difference their word counts and used that average as the threshold for comparison in their subsequent interaction.

For example, the average difference of spoken words between children for this presented pair was 78 words. The yellow box on Figure 3 - Right shows the parts that were below of above that threshold by taking the upper (+78) and lower limit (-78) of the word counts. By applying the same threshold (i.e., |78|) to the second interaction (Figure 4), we now can assess how much of the time children were above or below the threshold to detect the domination behaviors. When the amount of time a child was above the threshold
is computed, we can quantitatively compare the children’s domination behaviors over time. As can be seen on Figure 4 - Right, most instances of difference in this dialogue were between +50 and -50 words, indicating a more balanced dialogue.

Based on this analysis, we measured the amount of time that each pair was above the threshold for before and after pair interactions. We utilized a Wilcoxon signed-rank test to compare the amount of imbalanced time for each dyad before and after seeing visualizations. We hypothesized that children’s dialogues would be significantly more balanced in the second activity after seeing the dialogue visualizations. The results showed that their total number of questions changed after seeing the dialogue visualizations ($z = -2.09, p < 0.037$) with a medium effect size ($r = -0.47$). The median question count score increased from the first CS+Science activity ($Md = 1.5$) to the second CS+Science activity ($Md = 1.9$). Finally, we examined whether children changed their number of open questions asked after viewing the visualizations. The results showed that the less-engaged children’s total number of open questions did not change after they used the dialogue visualization application ($z = -0.663, p = 0.51$). The median open question count score for the first CS+Science activity was 0.34 and the median open question count score for the second CS+Science activity was 0.33.

The analysis so far did not consider how the proportion of less engaged student’s dialogue out of the total pair’s dialogue changed compared to their partners. Thus, we additionally examined whether the less-engaged children increased their word counts, question counts, and open question counts compared to their partners (Figure 6) before and after seeing the dialogue visualizations. For each pair, we divided the total word counts, question counts, and open question counts of the
The results showed that the less-engaged children’s total number of words significantly increased compared to their partners after they used the dialogue visualization application ($z = -2.19, p = 0.028$) with a medium effect size ($r = -0.49$). The median score increased from the first CS+Science activity ($Md = 0.34$) to the second CS+Science activity ($Md = 0.39$). We applied the same approach to the total question counts and the results showed that the less-engaged children’s total question count significantly increased after they used the dialogue visualization application compared to their partners ($z = -2.19, p = 0.028$) with a medium effect size ($r = -0.49$). The median score increased from the first CS+Science activity ($Md = 0.33$) to the second CS+Science activity ($Md = 0.53$).

**B. Hypothesis 2: Pairs of children will have a more balanced dialogue in the next collaborative problem-solving activity.**

To test this hypothesis, we examined how the amount of imbalanced dialogue time between both children changed before and after seeing the dialogue visualizations. We conducted a Wilcoxon signed-rank test and the results showed that there was no statistical difference between the imbalanced time in the activities before and after seeing the dialogue visualizations ($z = -1.376, p = 0.17$) with a medium effect size ($r = -0.31$). However, aggregating the results for all the pairs can be tricky: when a pair is already balanced in the first activity, there will not be much room for improvement and the defined threshold (based on the first activity) will already be very low. Consequently, even a small imbalance in the second activity will potentially be above the threshold, which is defined as the average word difference for each pair.

Consider the following example on Figure 7 - Left for a highly balanced pair with an average difference of 3 words, which is almost close to perfect balance. When the average difference (3 words for this specific pair) is applied to the pre and post activities as the threshold, the pair’s word difference was more than 3 words for 94.73% of the time in the pre activity and for 96.78% of the time in the post activity (Figure 7 - Right). Thus, when the average word difference is already very low, even a very small difference that is more than the threshold (e.g., 5 words) is calculated as an imbalance between partners. As a solution, we applied the $k$-means clustering method [55] to divide the pairs into three clusters based on each pair’s threshold: low balanced, medium balanced and high balanced pairs. As shown on Figure 8, this method divided the pairs into three subgroups. Pairs 1, 2, 3 and 4 are in the high balanced group; Pairs 5, 6, 7 and 8 are in the medium balanced group; and Pairs 9 and 10 are in the low balanced group.

Given that the pairs who are already in the high balanced group will not need to make much changes in their dialogues, our analysis focused on the medium and low balanced groups. We conducted another Wilcoxon signed-rank test with the medium and low balanced pairs (6 pairs in total), which showed that dialogue between these pairs became significantly more balanced after they used the dialogue visualization application ($z = -2.201, p = 0.028$) with a large effect size ($r = -0.64$). The median imbalance score decreased from the first CS+Science activity ($Md = 48.04$) to the second CS+Science activity ($Md = 38.618$).

**C. Children’s perceived change in their dialogue after seeing the dialogue visualizations.**

The responses to the survey questions asked after children completed all the activities indicated that children felt that they had changed their dialogues in the following collaborative coding activity after seeing the visualizations of their interaction with their partner in the previous activity. Out of 20 children, 19 responded to multiple choice and open ended questions on
Fig. 7: Comparison of two activities of a pair with an already high balance in the first activity.

Fig. 8: Data sorted by partners’ balance levels (high, medium, low). As the difference in children’s word counts decreases, the balance level increases.

the post-survey, 100% of the children said that seeing the visualizations changed their behavior and they would want to use the visualization application again in the future. We discuss these results with students’ detailed responses to the survey questions in the following section.

VI. DISCUSSION

This study investigated how children’s collaborative dialogue changed after seeing the dialogue visualizations. The quantitative results indicated that less engaged students significantly increased their total number of words and total number of questions in the next collaborative problem-solving activity after seeing the dialogue visualizations. Moreover, when we compared the difference between less engaged and more engaged students, the results indicated that less engaged students increased the proportion of their total number of words, total number of questions and total number of open question significantly. Next, we examined whether the pairs had more balanced dialogues throughout the activity. The results showed that the pairs who had low or medium balanced dialogues adjusted their dialogues and had more balanced dialogues in the next activity. Finally, the survey results showed that children felt that they changed their dialogue and adjusted it in the final activity based on the information provided by the dialogue visualizations.

Learners bring different levels of motivation and knowledge into collaborative problem solving activities, and it is not uncommon to see a power imbalance between learners during the collaborative activities [12]. When students with different motivation or knowledge levels work on a task, one student may end up taking full control of the task, marginalizing the other student. Likewise, there are cases that a student violates the assumption of individual accountability and relies solely on the other student to solve the problem [56], [57]. The results in this study suggested that children adjusted their dialogue in the second activity. One student who spoke less in the first activity said:

[The visualizations] got me to notice that I need to communicate with her more and ask different questions. We did better this time because of it.

Another child who had spoken less in the first activity said:

I think I asked better questions and talked more. I just said what I was thinking more often.

On the other hand, children who spoke more in the first activity said that they tried to foster more balanced dialogues by allowing their partner speak more after seeing the visualizations. One such child said:

The graphs that I was shown changed my interaction with my partner because the graphs had shown that I talked more. So, I tried to let her speak more.

Previous research has emphasized the importance of providing scaffolding during collaborative learning activities for better outcomes [17], and the results presented here provided further evidence that dialogue visualizations as “mirroring tools” can provide valuable information for children to reflect on their behaviors. Moreover, even after one intervention, children paid close attention to the dialogue visualizations and actively contributed to the conversation: The children who spoke less in the first activity reported that they tried to speak more and make the dialogue more balanced in the second activity.

The children in this study not only had a more balanced dialogue, they also asked more questions. Unlike existing dialogue visualization applications, we utilized the power of computational methods to automatically classify question types and present additional information about the content of the dialogue, in particular the question types. Questions play an important role in productive dialogues [50] and children in this study adjusted their question asking behaviors based
on their previous dialogue, and tried to ask more and deeper questions after seeing the dialogue visualizations. For example, one student said:

*It made me want to ask more questions and talk more to my partner.*

Another said:

*I think it made me talk more, because in the line graph, I didn’t really talk, so this time, I tried talking more and asking more open questions.*

Similar to adult learners, these children found that dialogue visualizations helped them reflect on their dialogues and work to improve them by balancing their talk time and also asking more questions during the collaborative learning activity.

**VII. LIMITATIONS**

Due to the COVID-19 pandemic, this study was conducted with a small group of students in a remote setting. The findings presented here may not generalize to other populations of learners, and it is important to conduct similar research studies with a larger and more diverse group of children. Another important limitation to note is that this study did not have a control group, and consequently we cannot draw any causal link between the application and the reported changes in children’s dialogues. Despite the children’s reports of perceived changes in their dialogues, comparing the results with a control group would provide evidence on the effectiveness of the application on students’ behaviors while controlling for such factors as repeated interaction together. Finally, this tool is not fully automated and this study relied on manually transcribed dialogues. With advancement in the accuracy of automatic speech recognition tools, it will be possible to fully automate the application from transcribing the dialogues to generating the visualizations.

**VIII. CONCLUSION AND FUTURE WORK**

Collaborative dialogue provides useful information about the quality of a learning interaction between children. In this study, our overarching goal was to create and evaluate an application that analyzes middle school students’ dialogues and presents visualizations to raise their awareness about their collaborative dialogue. We aimed to provide children with information about their dialogue that can help them to observe, regulate, and adjust their collaborative behaviors. The results showed that less engaged students spoke more and asked more questions after seeing the visualizations. They also increased their speaking time, question count and open question counts significantly more compared to their partners. Time series analysis also revealed that students had a more balanced dialogue throughout the activity. These results suggest that children benefit from dialogue visualizations and that they can make a significant difference in subsequent collaborative dialogue.

This study is one of the first of its kind to create dialogue visualizations for young learners and investigate how those learners change their future collaborative dialogue; thus, it revealed many promising research areas for the future. This tool has the potential to help the students balance their dialogue and become better partners during collaborative learning activities. In this study, we attempted to go beyond existing dialogue visualization approaches and present more information than simple word counts. Dialogue between children during collaborative problem solving activities provides a rich source of data, and future research should extend this work by exploring what new informative features can be extracted from the dialogue.

One promising direction is the utilization of time-series visualizations, which have been shown to be effective for depicting the dialogue over time in this study. There are many potential ways to improve them, such as putting useful information on top of the line charts. For example, when there is a spike in the line chart, the application can highlight additional information for that specific part of the chart. There are also some open questions about the time series visualizations that future work can further investigate. In this research, we investigated the dialogue visualizations as a whole, rather than each individual visualization (e.g., the question count pie chart); thus, it might still be beneficial to examine each type of visualization and their impacts on the outcomes.

Another open question is regarding when balanced dialogue is best and under what circumstances an unbalanced dialogue may work equally well or better. Children with different characteristics behave differently during collaborative problem solving, and there is a potential risk of undervaluing a child who is engaged but speaks less. Thus, there might be reasons why balanced word count would not necessarily mean balanced contribution to the activity or result in utmost engagement. Utilization of additional multi-modal indicators (e.g., gaze behaviors and posture) can provide additional insight on how children engage during the paired activities.

Finally, this study focused on a specific collaboration approach, pair programming, and it would be interesting to investigate the impact of dialogue visualizations with a group of more than two children given that team dynamics would be quite different. When two children are in a dialogue, they are both aware that they are the only interlocutor (or collocutor) and thus, they feel obligated to participate in the dialogue. However, this situation is different when there are 3-4 people in a group, as some children can be completely silent and not feel the need to participate.
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